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ABSTRACT

Visual Question Answering is a new task that can facilitate
the extraction of information from images through textual
queries: it aims at answering an open-ended question for-
mulated in natural language about a given image. In this
work, we introduce a new dataset to tackle the task of visual
question answering on remote sensing images: this large-
scale, open access dataset extracts image/question/answer
triplets from the BigEarthNet dataset. This new dataset
contains close to 15 millions samples and is openly avail-
able. We present the dataset construction procedure, its
characteristics and first results using a deep-learning based
methodology. These first results show that the task of vi-
sual question answering is challenging and opens new in-
teresting research avenues at the interface of remote sensing
and natural language processing. The dataset and the code
to create and process it are open and freely available on
https://rsvga.sylvainlobry.com/

Index Terms— Visual Question Answering, Dataset,
Deep learning, Natural Language, Computer Vision

1. INTRODUCTION

Visual Question Answering (VQA) is a task introduced in
the computer vision community [1] that aims at answering
an open-ended question relative to an image, formulated in
natural language. In a remote sensing context, this task can
be used as a framework to extract generic information from
remote sensing images, as proposed by [2]. By using natural
language as an interface, technical skills in computer vision
would no longer be necessary to extract specific information
from remote sensing images.

Natural language can be used in conjunction with remote
sensing images for instance to generate captions (or descrip-
tions). To this effect [3] encodes the image to a latent space
and decodes it to generate a caption. [4] aims at solving the
problem of redundant information in ground truth caption by
summarizing them. In addition to VQA, natural language can
also be used to interact with remote sensing images through
image querying: this has been approached through fixed rules

by [5] allowing to query images based on their meta-data or
by generating a description of an image which is compared to
the query in a latent space in [6].

VQA, on the other hand, allows to extract high-level in-
formation from the image content. VQA models are gener-
ally based on deep learning [[7]] and therefore call for large
datasets. Two datasets have been proposed for VQA for re-
mote sensing (RSVQA), in [2]]. The first one is based on
nine Sentinel-2 tiles covering the Netherlands, and the sec-
ond on 10’659 high-resolution (15cm) patches covering parts
of the USA. Using information from OpenStreetMap, 77’232
and 1'066'316 image/question/answer triplets have been con-
structed, respectively. These two RSVQA datasets show two
main limitations: the number of possible answers is limited
(9 and 98, respectively) and the number of samples is not suf-
ficient to train large deep learning architectures.

As deep learning models are being increasingly used to
extract information from remote sensing data, there is a need
for large-scale datasets. To this effect, [8] introduced the
BigEarthNet dataset: it contains 590’326 Sentinel-2 patches
with labels extracted from the 2018 CORINE Land Cover
(CLC) database. Each image from this dataset is annotated
with the land cover classes from the 3rd level (L3, out of L1,
L2 and L3) of the CLC hierarchy.

In this work, we create a new, large-scale, RSVQA
dataset from the Sentinel-2 images and land cover classes
of the BigEarthNet data named RSVQAXBEN. We describe
the construction procedure and analyze the characteristics

of this new dataset in Finally, we propose a
baseline to tackle the VQA task and analyze the results

obtained on our dataset in In support of repro-
ducible research and future developments, the dataset and
the code to create and process it are freely available on
https://rsvga.sylvainlobry.com/.

2. DATASET CREATION

The new dataset is composed of a series of image / question /
answer triplets extracted from the Sentinel-2 images and land
cover classes from BigEarthNet. In this section, we describe
the construction of this dataset.


https://rsvqa.sylvainlobry.com/
https://rsvqa.sylvainlobry.com/

2.1. Question construction procedure

The procedure to construct a single question/answer pair for a
given Sentinel-2 image and based on the CLC L3 labels pro-
vided by BigEarthNet is stochastic. Note that the only input
to this procedure is the list of labels: the image is not used
explicitly to construct the question/answer pairs.

We first create a list of present/absent labels at the three
CLC levels and randomly choose a type of question to ask: it
can either be a yes/no question about the presence of a land
cover (e.g. “’Is there a water body in the image?”) or a ques-
tion to which the answer is one or several land cover (LC)
classes names (Land cover questions):

» Yes/no questions: first, the CLC level to which the
question will apply is selected, followed by the answer
(ves or no), directly retrieved by comparing the selected
class with those present in the footprint of the image
considered by a geographical query. Note that we se-
lect the number of land cover classes to be contained in
the question (from one to three). When more than one
element is selected, logical connectors (and and or) are
used to build the question.

* Land cover questions: similarly to yes/no questions, the
CLC level of the question is selected first. However, in
this case, a question can also be defined on all three
CLC levels. A question is then randomly chosen be-
tween:

— a question asking which land cover classes are
present;

— a question, for which one or two land cover
classes present in the image are given, and asking
which other classes are present. In this case, the
land cover classes provided in the question are
chosen randomly from the list of classes present
in the image.

To prevent the construction of ill-posed questions formula-
tions, land cover classes containing the words “and” or ~or”
(e.g. ’scrub and/or herbaceous vegetation associations”) can
not appear in the questions (as these words can be used as
logical connectors between different classes). Using this pro-
cedure, we can define a large variety of questions, the answer
of which can be automatically retrieved from the list of CLC
labels associated to the image. Samples obtained with this
procedure are shown in

2.2. Dataset construction

Based on the question construction procedure, we generate
a database for the 590’326 patches of the BigEarthNet S2
dataset. We first select the RGB bands of each patch and
rescale them to 8 bits (from 12). Then, we create 25 differ-
ent questions for each patch, for a total of 14758150 im-
age/question/answer triplets.

l Type | # classes Question
yes/no 1 Are some rice fields present?
yes/no 2 Are there inland wetlands
and maritime wetlands?
yes/no 3 Are there water bodies and
agricultural areas or wetlands in the image?
LC 0 Which L1 classes are in the image?
LC 1 In addition to water bodies,
which classes are in the image?
LC 2 Besides transitional woodland/shrub
and mixed forest, what land cover
classes are in the scene?

Table 1. Samples of questions from our dataset. Land cover
classes in the question are in bold.
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Fig. 1. Dataset splits relatively to the latitude of the images:
the training set is indicated in red, the validation set in
and the test set in green.

2.3. Dataset splitting

When using supervised machine learning procedures, it is im-
portant to split the dataset in training, validation and test sets.
We propose to split the dataset based on the spatial location
of the image, to avoid positive biases due to geographical
proximity of train and test samples. Specifically, we split the
dataset according to their latitude, as shown in [Figure 1 We
also exclude from these splits the 70’987 patches fully cov-
ered by seasonal snow, cloud or shadow following the recom-
mendation of [8]]. Using this methodology, we select 66% of
the valid (i.e. not fully covered by snow, cloud or shadow)
samples for training, 11% for validation and 23% for test.

2.4. Dataset analysis

Our dataset contains two types of questions: those for which
the answer is ’yes” or ”no” (queries about the presence of one
or several land covers) and those for which the answer is a (list



of) land cover type(s). Yes/No questions are the most frequent,
with a frequency of 80.7%. This is because many of the land
cover questions generated are ill-posed (see Section 2.1) and
therefore discarded. Moreover, we observed 28’049 possible
answers among the 2'846'757 land cover questions and this
led to a a strong imbalance in the frequency of the single pos-
sible answers: the most frequent answer is "None”, covering
14.7% of the cases and the second one, ”Water bodies”, is the
answer to 3.6% of land cover questions. At the other end of
the distribution, there are 12'218 answers appearing only once
in the dataset (an example of such an answer is ”Broad-leaved
forest, complex cultivation patterns, coniferous forest, discon-
tinuous urban fabric, land principally occupied by agricul-
ture, with significant areas of natural vegetation, mixed forest,
non-irrigated arable land and water courses”).

Regarding the complexity of the questions, 72.3% con-
tains at least one logical connector ("and” or “or”), with
27.1% of the questions containing two logical connectors.

3. BASELINE

3.1. Proposed model

To create a baseline for our dataset, we used the VQA model
proposed in [2]. This model contains a feature extractor for
the image (ResNet-152 [9] pre-trained on ImageNet [10])
and one for the question (skip-thoughts architecture [11],
pre-trained on the BookCorpus dataset [12]). Each feature
extractor produces a 1’200 dimensional feature vector, and
the two vectors are then merged with a point-wise multiplica-
tion and passed to a multi-layer perceptron for the prediction
of the most probable answer (among a set of pre-defined
ones). For a detailed description of our baseline, we refer the
reader to [2].

3.2. Training settings

Output’s dimension: Since the number of possible answers
in our training set is large (26’875 unique answers), we re-
strict the set of possible answers to the 1’000 most frequent
ones. These answers cover 98.1% of the answer space in the
training set. Therefore, the output size of the multi-layer per-
ceptron is 17000. In other words, the maximum accuracy that
our model can reach on the training set is 98.1%.

Training: We use the optimizer proposed by [13] with a
learning rate of 1075 and a batch size of 1’024 for 10 epochs.
These hyper-parameters have been set experimentally.

3.3. Results

We present the results obtained with our baseline in
The accuracy is defined as the ratio between the number of
correct answers and the number of questions. It can be seen
that, while the performance on yes/no questions is on-par with
performances reported in [2], land cover questions show a

1202603

162754

Hone [ |
22025

agricultural areas
non-irrigated arable land
- 2980

pastures

broad-leaved forest

True

Predicted

Fig. 2. Confusion matrix obtained with our proposed model
in logarithm scale with a zoom (indicated in red) on the part
covering the 8 most frequent answers.

poor performance. This can easily be explained by looking at
the confusion matrix in[Figure 2} It can be seen that the model
actually restrict its answer space to 17 answers, including the
most frequent ones. This partially comes from the strong im-
balance of the answer frequency: these 17 most frequent an-
swers cover 87% of the answer space.

Type of answer | Accuracy
Yes/No 79.92%
Land cover 20.57%
Global 69.83%

Table 2. Accuracy obtained with our proposed model.

Visually, we show in some predictions made
by the baseline on the test set. In Figures Eka, b), we see

examples of good predictions over simple yes/no questions.
Queries combining several land cover classes through logic
connectors are also often answered correctly, as shown in
[Figure 3|c), where a water body is indeed present. However,
we show in [Figure 3(d) a question where our model does not
answer correctly. This could be explained by the fact that
logical formulas are not handled explicitly and the model
only answers ’yes” because mixed forests are present in the
image. Finally, we show results on Land cover questions in
Figures [3{e, f). In [Figure 3(e), the model answer correctly
to the question, where the answer is simple. However,
Jure 3(f) shows that the model, despite being explicitly asked
for L2 classes, only provides L1 classes. This can be ex-
plained when looking at the confusion matrix: the model can
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Fig. 3. Visual results from the test set.

only predict simple combination of land cover classes, and
this L2 combination is not frequent (it represents 0.005%
of the answers in the test set). Improving the capacity of the
model to answer complex combinations of classes is therefore
a work that needs to be tackled in the future.

4. CONCLUSION

We introduced a new, large-scale dataset for RSVQA derived
from the BigEarthNet data: RSVQAXBEN. In addition to a
larger number of samples, this new dataset introduces new ob-
jects of interest (land cover classes) with a new form of com-
plexity (logical formulas). We obtained encouraging results
using a simple VQA architecture. However, we have shown
that the model is not capable of dealing with the large im-
balance of the dataset and complex, logical questions. These
aspects should be explored in future works.
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